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Abstract:  

The OTIS (Optical Transpose Interconnection System) has been one of the popular 

interconnection networks for researchers and has been widely exploited to develop various 

parallel algorithms. In this paper, we have proposed gossiping algorithm for the OTIS k-ary n-

cube architecture. Gossiping is a common requirement for some of the problems like polynomial 

interpolation, matrix multiplication, prefix computation and enumeration sorting. The proposed 

algorithm is based on some predefined data routing functions. The time complexity of the 

proposed algorithms on the OTIS architecture is given in terms of electronic moves and OTIS 

moves. It needs O(k
n
) OTIS moves and O(k

2n
) electronic moves. 

Keywords: OTIS k-ary n-cube, interconnection network, parallel algorithm, gossiping, time 

complexity.  
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1. Introduction 

 

The OTIS (Optical transpose Interconnection System) [1], [2] is a hybrid system that exploits the 

qualities of electronic links as well as optical links for developing multicomputer. The optical 

links are superior to electronic links in terms of power, speed and crosstalk properties if the 

connect distance between processors is more than a few millimeters. The electronic links are 

preferred to optical links for smaller distance between processors [3], [4]. In an OTIS model, the 

total number of processors in the network is divided into groups and each group can be assumed 

to be a microchip. All the processors within a group are connected through the electronic links 

whereas the processors of different groups are connected through the optical links. The number 

of groups in the network can be equal to the number of processors in each group for maximized 

bandwidth and minimized power consumption [1]. The interconnection pattern of processors 

within each group determines the overall model of such system, i.e. an OTIS-G has G 

interconnection pattern for all of its groups. Some of the OTIS models are OTIS-Ring, OTIS-

Mesh, OTIS-Hypercube, OTIS-Torus, OTIS-Mesh of trees [2], [5]. In the recent years, many 

parallel algorithms have been proposed for various OTIS models that includes image processing 

[6], matrix multiplication [7], [33] , basic operations [8], BPC permutation [9], sorting [10], [34], 

[35], [36], randomized algorithm [11], extreme finding [12], decentralized consensus protocol 

[13], polynomial interpolation [14], [15], [own], polynomial root finding [14], [37], construction 

of conflict graph [16] , gossiping [17], [18], [32] etc. 

The efficiency of many real-life problems, such as matrix multiplication, polynomial 

interpolation, root finding, scheduling, sorting etc. depend on the efficiency of data exchange 

among the processing nodes of the architectures. The proposed algorithm gives the general 

picture for n-dimensional architecture whereas in [32], the algorithm is presented only for n=3. 

The algorithm presented here for k
2n

 processing nodes requires O(k
n
) OTIS moves and O(k

2n
) 

electronic moves. The rest of the paper is organized as follows. Section 2 describes the topology 

of the OTIS k-ary n-cube. Our proposed algorithm is discussed in section 3 followed by 

conclusion in section 4. 
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2. Topology of OTIS k-ary n-cube An OTIS k-ary n-cube network consists of k2n processors 

together in the network. There are k
n
 roups in the network and each group has k

n
 processors. Each 

dimension within the group hasprocessors and as each group is n-dimensional structure, there are k
n
 

processors in each group.As evident from Fig. 1, these k
2n

 processors are divided into k
n
 groups and each 

group nocessors within it. In this architecture, each group is k-ary n-cube with three dimensional grid 

structures. The two most variant of k-ary n-cube are hypercube (k = 2) and torus (n = 2 or 3) that have 

attracted researchers to develop parallel algorithms for real life problems. The hypercube architecture has 

been used in iPSC/2 [27] and iPSC/860 [28] whereas the torus has been used in J-Machine [29], CRAY-

3TD [30] and CRAY-3TE [31] parallel computers. The electronic links are used to connect intra-group 

processors whereas the processors of a group are connected to the processors of other groups 

through the optical links using optical transpose rule. Let each processor be denoted by 
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Figure 1. Topology of OTIS k-ary n-cube for k = 3 and n = 3 for g1=1 and p1=1 
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, then each optical link connects processor  and 

 where 1  g1, g2, g3, gx,  p1, p2, p3, px  k. The topology of OTIS k-ary n-cube for 

k = 3; n = 3 for g1=1 and p1=1 is shown in Fig. 1, where k represents the number of processors in each 

dimension and n represents the dimension of each group. The optical links are represented by dotted 

lines and the electronic links are represented by solid lines in Fig. 1.  

3. Proposed Algorithm 

Our proposed algorithm is valid for n dimensional OTIS k-ary n-cube architecture as compared 

to algorithm presented in [32] for 3-dimensional architecture. First, we would like to define some 

primitive data routing functions that will be used in the algorithm. 

Rotate (i) 

{  

/* For all groups, do in parallel */ 

{  

/* For all processors in the i
th

 dimension, do in parallel */ 

   { 

    Move the content of Register B clockwise through the ring 

    Move the content of Register C anticlockwise through the ring 

   } 

 } 

} 

 

 The procedure Rotate (i) is responsible to move the data of one processor to its adjacent 

processors in the i
th

-dimension by moving the content of Register B in the clockwise and the 

content of Register C in anticlockwise direction through the ring as shown in Fig. 2. 
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Figure 2.  Moving B clockwise and C anticlockwise 
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LocalBroadcast (n) 

{  

/* For all groups, do in parallel */ 

 {  

/* For all processors, do in parallel */ 

  {  

For t=1 to k-1 

{ 

Rotate (n) 

LocalBroadcast (n-1)  

} 

} 

 } 

} 

The LocalBroadcast (n) procedure achieves gossiping within each group of OTIS k-ary n-cube 

architecture. As there are k
n
 processors within each group, the time complexity of the procedure 

LocalBroadcast (n) can be expressed as O(k
n
) electronic moves. Now, it is required to make the 

data of each processor of a group to all the processors of the rest of the groups. This can be 

achieved by inter-group data movement followed by gossiping within the group. The inter-group 

data movement is given in the procedure GroupMove (i) as given below. 

GroupMove (i) 

{   

/* For all groups, do in parallel */ 

{  

/* For all processors, do in parallel*/ 

{ 

OTIS move on Register B and C 

Rotate (i)  

OTIS move on Register B and C 
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  } 

 } 

} 

This will move the data of each processor from one group to the respective processors of another 

group in the i
th

 -dimension. The LocalBroadcast (n) followed by each GroupMove (i) finally 

solves gossiping problem for the given OTIS k-ary n-cube architecture. Thus the final algorithm 

can be given as follows: 

Algorithm Gossiping 

Step 1: Data Initialization 

 /* For all groups, do in parallel */ 

 /* For all processors, do in parallel */ 

  

  

Step 2:  GroupBroadcast (n) 

{ 

GroupBroadcast (n-1) 

/* For all the groups, do in parallel */ 

{ 

    For t=1 to k-1 

     { 

GroupMove (n) 

LocalBroadcast (n) 

GroupBroadcast (n-1) 

    } 

   } 

} 
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Time complexity: The procedure Rotate requires O(k) electronic moves. LocalBroadcast needs 

O(k
n
) electronic move as there are k

n
 processors within the group. Each GroupMove takes one 

electronic move and two OTIS moves. Our proposed algorithm Gossiping takes O(k
2n

) electronic 

moves and O(k
n
) OTIS moves. 

4. Conclusion 

The proposed algorithm in this paper can be compared with the algorithm proposed in [32]. The 

algorithm presented in [32] requires k
4
 – 0.5k

2
 + 0.5k electronic moves and 2(k

2
-1) OTIS moves 

and offers validity only for n=3. The algorithm presented here is scalable for any value of n for 

OTIS k-ary n-cube architecture and requires O(k
n
) OTIS moves and O(k

2n
) electronic moves. 
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